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Then I found a picture (from the early 90's)
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Big names in Global Optimization (GO) in the picture

Panos Pardalos

Reiner Horst

Chris Floudas

Manuel Bomze

Marco Locatelli

many many many others: Zelda, Gerardo, Eligius, Tibor, . . .

and . . .
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Big names in GO in the picture

Don Jones

who. . . ? Donald Jones, General Motors
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A beautiful GO paper
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A beautiful GO paper

Why did I choose this paper? For many reasons:

it is very well and very clearly written

it received an impressive number of citations (not only from

machine learning)

it is a fascinating idea (although not his own and although

subject to many improvements) - behind its complications the

very essence of GO is contained: automatically mixing

exploration and exploitation

I did not mention Don Jones in my GO book (I just cited the

origins of the method (see next slide)) and I took this

opportunity to remedy. . .
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Origin of the idea

Everything started and has its foundations in:

and generalized by Jonas Mockus.
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The problem

min
x∈S⊂Rn

f (x)

where

we are interested in (an approximation of) the global optimum

S is a �simple� feasible set (e.g., the unit box)

evaluating f at any feasible x is extremely expensive
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The model

Main idea: consider the objective function f as a realization of a

stochastic process

Most frequently assumed model: a multidimensional Wiener

process. In R1 a a stochastic process W () is Wiener if:

W has independent increments: for any t and u ≥ 0

Wt+u −Wt is independent of Ws for all s < t
Wt+u −Wt ∼ N (0, σ2u)
W is almost surely continuous
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A stochastic model for the objective function

It is assumed that

f (x) = µ+ ε(x)

where:

µ is an unknown constant

ε(x) is Gaussian with zero mean and variance σ2

Corr(ε(x i ), ε(x j)) = exp
(
−d(x i , x j)

)

d(x , y) is a generalized weighted Euclidean distance:

d(x , y) =
n∑

k=1

θk |x ik − x jk |pk

where θ, p are parameters
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Model estimation

Assume N observations are available {x i , y i}Ni=1
with y i = f (x i ).

Let R be the Correlation matrix for these observations:

Rij = Corr(x i , x j).
Then the likelihood turns out to be:

L (µ, σ2, θ, p) =
1

(2πσ2)N/2|R|1/2 exp
(
−(y −1µ)TR−1(y −1µ)/2σ2

)

and the maximum likelihood estimate of µ and σ2 is:

µ̂ = 1
T
R−1y/1T

R−11

σ̂2 = (y −1µ̂)TR−1(y −1µ̂)/N

while θ̂, p̂ can be found maximining

L (µ̂, σ̂2, θ, p)
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Prediction

Given x , where f has not been evaluated yet, the model can be

used to predict f (x).
Let r the correlation vector between x and the observations x i .
Then the best unbiased estimator for f (x) is

ŷ(x) = µ̂+ rTR−1(y −1µ̂)

= µ̂+ cT r(x)

where

c = R−1(y −1µ̂)

ri (x) = Corr(x , x i )

while the variance of this estimate will be

s2(x) = σ̂2
(
1− rTR−1r

)
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Prediction: Branin function
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Global Optimization

First idea: evaluate f at the global minimizer of the predictor.

Defects: greedy, stalling
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Global Optimization: variance

We should take variance into account

Good choices should take into account good observations

(exploitation) and unexplored regions (exploration)
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GO: expected improvement

E [I (x)] = E [max{0, fmin − f (x)}]
= (fmin − ŷ(x))Φ ((fmin − ŷ(x))/s) + sφ ((fmin − ŷ(x))/s)

with Φ, φ: standard normal density and CDF.
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Maximizing the expected improvement
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Grazie Marco!
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